Today’s arguments are yesterday’s circumstantials:

a corpus-study of Russian valency patterns

Maria Ovsjannikova
Institute for Linguistic Studies, St.Petersburg

masha.ovsjannikova@gmail.com

“Slavic Corpus Linguistics: The Historical Dimension”
Tromsg, April 21-22, 2015




(1)
(2)

3)
@

Prepositional argument encoding: examples

* cmompems Ha ‘look at’

A cmompiro Ha KceHuro.

* nobeda Hao ‘victory over’

Mobedy Hao Hel npubauxcarom ycuausa MHO2UX Ceyuassucmos.

* BUHOBH®WbIU 8 ‘culpable of’

OHa cyumaem ee BUHOBHOU 8 3MOM /1I0XOM KOHUE...




Criteria for data selection

non-spatial (i.e. abstract) meaning of the preposition
the choice of the preposition is specified by the head

In terms of traditional descriptions:

maximally strong government («makcumym cBsA3n»)
in terms of [Peshkovskij 1928/2001]

“predictive obligatory government with syntactic relations”
(«npeackasyowan obsasatesibHaA CBA3b C CUHTAKCUYECKMMMU
oTHoweHmnAMN») in terms of [Beloshapkova 1977]




Synchronic view

Such uses are sometimes discussed in terms of “semantically empty”,
or “purely functional”, cf. [Vinogradov 1947/2001].

The meaning of the preposition in such cases can be induced from

the meaning of semantically coherent group of lexemes governing it,
cf.:

sgwuwames ‘protect’ | “verbs meaning ‘to prevent
s1e4yumso ‘heal’ smth undesirable or threatening’,
cnpamame  ‘hide” —om which is indicated by the phrase
uzbasums  ‘spare’ om+Gen” [Zolotova 2006]

etc.
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Diachronic view

Lexicalization:

“there exists a gradient from less lexicalized to more lexicalized
prepositional verbs (= which class includes what | call prepositional
encoding of arguments — M. O.), differentiated by their degrees of
fusion and idiomaticization” [Brinton, Traugott 2005: 128].

Prepositions in combinations where the verbs are said to govern them
“lose their independence from the verb and are somehow subsumed
under its meaning” [Lehmann 1982/1995: 89].




Goals and data

Are there any recurring diachronic mechanisms that lead to the

creation of valency patterns? If yes, how can we empirically
detect them?

Data:

texts from the XVIII-XX cc. from the Russian National Corpus
(www.ruscorpora.ru)




Method

Problem:
The modern speakers’ judgment on the argumental vs. circumstantial
status of a participant can be misleading even if the argument

encoding strategy is stable over time.

Method:
Inspect the lexical distribution, or profile, of the encoding strategy:
arguments are known to be more liable to lexical restrictions,

whereas circumstantials freely combine with open classes of lexemes,

cf. [Apresjan 1974].
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Technique

Extract a large number (1000-2000) of random examples
for preposition X.

Extract from the sample all the uses of the preposition in one of
its meanings as defined by the general type of situation and
properties of participant and determine the head lexeme.

Compare the profiles of head lexemes for this me for different
periods covered by the corpus (usually three periods).
Disadvantages of the technique:

time-consuming

largely based on semantic analysis, i.e. on intuition




Results

| will try to generalize major trends in the development of
lexical head + preposition combinations
by showing several typical cases.




Results: lexical distribution 1

* om ‘from’ encoding the undesirable or threatening participant:

(4) ...CUU UHOBEepUybl <> xuesym 8 6e3onacHocmu om ob6uo u
OCKOD5/7€HUU... [HensBecTHbIN. O Braabucax // BectHuk Esponbl, YacTtb 19, Ne 1, 1805]

‘...these heterodoxes live in safety from offences and insults...’




Results 1: lexical distribution 1

* Inspecting the lexical range:




N of lexemes with

Lexical heads in 1720-1770 sample Token a given token
frequency
frequency

uzoaeumau 14 1
CKpblb, Cnacmu 6 2
0Cc80000UMb 5 1
8030ePHCAMBCSL, YOePIHCANb 4 2
3auumumas, uzoasienue, 0c60600UMbCA, 3 5
c80000HDLIL, CKDbIMbCS
0OmeooOUmb, OXPAHAmMb, CnaceHue, y8oaumo, 5 5
ymaumo
0e30naAcCHOCMb, 8030€PHCAHUE, 3AUUMUMBCA,
uzbasumucs, uzbedxcams, U3NeYUmMbCs,
UCKIIOYUMb, HAOEIHCHBLIL, 0Oiecuenue,
HeBUHHDBLIL, Ocmepe2anb, OXPAHUMEbHbIU, 1 22
OmMpeuumsvcsi, NOMOUb, NPEOOXPAHSIMDb,
npocmums, NPUHAMb, COXPAHSMb, CHACMUCD,
MmeHb, yoepeuvbcsi, Y8OJIbHEeHUe

Overall number of types and tokens 79 38




Results 1: lexical distribution 1

Inspecting the lexical range:

lexemes unlikely to subcategorize for the “threatening participant”:
HesUHHbIU ‘innocent’, meHb ‘shadow’ in the sample for the XVIII c.:

(5) ...NM00 memu depesbamu, {...) 0enarLWuUMu MHe, AKobbl 8
3HaK bs1a200apHOCMU c8oeli, MPUAMHYO MeHb 0m Xapda
CO/IHEYHO20... [A. N. LlaxoscKoi. BocnomuHaHua (1766-1777)]

‘...under those trees that make for me, as though thanking me,
pleasant shade from the heat of the sun...




Lexical heads in 1790-1840 sample

Token
frequency

N of lexemes
with a given
token frequency

CKDblNb

12

1

uzbasumscs, 0c60600UMb, COXPAHUMb, CHACTIU,

yoepoicamvcs

3auuma, c60000HULLL, YKPbIMbCS

3aumumaos

60306]991‘6‘611’}1%)0}1, oyuUcCmumscCA, npedoxpaﬂumb,
cnacmucos

w |~lO1OO|

A RPlWkRA~

uzbasnenue, MOIUMEA, 0C60O0OUMbCSL, OXPAHAMD,
npedocmepeyb, coepeub, CKpblmeH, maums

be30nacHocmo, 8030epicanie, UCNPAsUmy, U3oexcamo,
UCYeIUMbCsl, KPbIMbCS, 1e4UmbCsl, 1b20ma, 0ojeuunms,
02paoumo, omoenamvCsi, OXPAHUMbCSL, OHUCMUNND,
ROKOIL, npedocmepeuvbcsi, NPeooCmopOHNCHOCHD,
npsimamo, coepedxicenue, CKpblmvbCsi, CRaceHue,
ybeosicuuie, yeoaums, yoepicamsn, YKIOHUMb,
VKAOHUMbCSL, YCMOSIMb, XPAHUMb, YUCT

28

Overall number of types and tokens

121

50




Results 1: lexical distribution 1

Inspecting the lexical range:

lexemes unlikely to subcategorize for the “threatening participant”:
nokou ‘rest’, monumea ‘prayer’ in the sample for the second period.

(6) ...0 0M Mepmaey08 U 8biIxo0ues U3 mo2o ceema
ecms y MeHs MOAIUMBS.I... [H. B. loronb. Buit (1835-1841)]
‘...and from the deadmen and ghosts | have prayers...’




N of lexemes

Lexical heads in 1980-2000 sample f Token | with a given
requency token
frequency

0c80000UMb 11 1
3auumumas, U30aA8UMsb, 0C80000UMbCS 8 3
u30a8UMbCs [ 1
C60O0O0HDBIU, cnacmu 6 2
CKDbIMb 3) 1
OUUCTNUMb 3 1
uzbaesieHue, 1eKapcmeo, J1euums, 02paxcoams,
0c8000dICOeHUe, OMOelambCsl, npedocmepeyy, 5 19
nNPAMamo, CKpblmbCsl, CHACMUCDH, YO0EePHCAMbCS,
VKJIOHUMbCS
8030epIIcaniie, 8030epPIHCambCsl, eapanmuposams,
3auuma, 3auWUmumscs, 1e4umscs, 06e30nacums,
OUUCMUMBCSL, NPUMEHAMBC, PACHULAND, 1 17
pacuuwamscs, mauna, yoepeusbcs, YKIOHeHue,
YKpulmue, VKpblmbCs, Ymaums

Overall number of types and tokens 103 38




Cumulative token frequency
plotted against
cumulative type frequency

18t c. is shown in red,
19th c. — in green,
20t ¢. —in dark blue.

D

for the three samples of om:

Inspired by [Goto, Say 2009].
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Results 1: lexical distribution 1

1.0 -

o
Qo
1

o
(8]
1

o
™~
|

O
M
L

0.0

0.2

04 0.6
% type frequency

0.8

1.0




Results 1: lexical distribution 1

Token frequencies of verbs found with om encoding threatening
participants become less evenly distributed over time:
the shape of the graph becomes more concave upward.

In the distributions for the previous periods we observe lexemes
that are unlikely to subcategorize for a threatening participant.
With these lexemes threatening participants might have been used
as circumstantial elements.




Results 1: lexical distribution 2

nepeod ‘in front of’ encoding the Standard of comparison:
with lexical heads implying scale:

(7) Pocculickuli A3biK u3bbimoyecmeyem nieped npo4yumu 0117
HeKomopbix rpeos10208 ce0bMbiM 0Cob1UBLIM MAOEHOM,

Komopusll 6e3 Hux Hueoe He ynompebsasemcs. [M. B. lomoHocos.
Poccuiickaa rpammaTumika (1755)]

‘The Russian language is redundant in front of other
languages in that it has for some prepositions the special
seventh case, which is not used anywhere without them’.




Results 1: lexical distribution 2

nepeo ‘in front of’ encoding the standard of comparison:

with comparative forms of adjectives and adverbs:

(8) ...0myez20 8 HeM u3obusnbHee b6bi8atOM COsMAHbLIE YACMUUbI
nepeo MAc/AUYHbIMU. [VisaH NlenexviH. JHeBHble 3anucku (1768-1769)]
‘...for this reason in it (grapes — M. O.) saline particles tend to
be more abundant in front of butyric’.

Comparative forms constitute an open class of potential lexical
heads, i.e. in such cases neped is not subcategorized for by the
lexeme.




~

| _ Token N _of Iexe_:mes
Lexical heads in 1720-1800 sample with a given
frequency
token frequency

npeumMyuecmeo 16 1
OMMEHHbLU 4 1
68612004, HUUMO 3 2
8bI200HBLIL, TUWHUIL, JIyYULe, NPEeONnOYMUmMenbHO, 5 5
Mms20Cmb
002, 6271yO1EHHBLIL, 8Ce NIIOHb, B038bICUNb, BEIUKUIL,
uU3obIMoyecmeosams, U300UIbHEE, MATIOCMbBIC/IEH, MAT,
Mla0eHel, MeHbUle YHCACeH, MeHee, HeyO0oOHOCMmb, 1 24
HUYMOCEH, 0COONIUBDIU, HUL OYXOM, OMAULAMbCA,
nepemeHeH, Omsa2oueH, Npeumyulecmeo8ams, pazHuyd,
cmapuiutl, CHacmaue, Cmoumsy

Overall number of types and tokens 62 33




Results 1: lexical distribution 2

The use of neped with comparative and superlative forms of
adjectives and adverbs decreases over time:

) compar and superl N of comparand N of uses with neped / nped per
Period .
forms with neped/npeo superl forms 10 000 of compar and superl
<1850 25 70791 3,53
1850-1900 12 174 751 0,69
1970-2000 0 293 876 0)

The differences between the first and the second and the second and the third periods are statistically
significant: x2=25.2, df = 1, p << 0.01, Exact Fisher test (two-tailed), p << 0.01.
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Results 1: lexical distribution 2
Cumulative token frequency 1.0
plotted against
cumulative type frequency  _ 0.8 1
for the three samples e
of nepe?: 506"
18t c. is shown in red, =
19t c. —in green, 2041
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Results 1: lexical distribution 2

The distribution of meped as shown by the graph becomes more
concave over time.

[leped encoding the Standard of comparison evidently
lost part of its uses — those in which it was used with comparative
forms, which importantly are an open class of lexical heads.

Over time, neped encoding the Standard of comparison
comes to be used in a much more narrow range of contexts.

But maybe it’s just the way Russian syntax developed?...




Comparison 1: lexical distribution 3

* Ha encoding the Stimulus of perception:

(9) Jluza nowina, Ho 251030 eé cmo pa3 obpawjaauce Ha Ipacma...
[H. M. Kapam3uH. begHas Jinza (1792)]

‘Liza went, but her eyes turned at Erast hundred times...’




Results 1: lexical distribution 3
Cumulative token frequency 1.0 1 —
plotted against
cumulative type frequency 0.8 -
for the three samples 9)
of Ha: % 0.6 -
18t c. is shown in red, £
19t c. —in green, 804
20t c. —in dark blue. i
0.2 A
Almost no change in the
structure of the frequency 0.0 - | | | | |
distribution! 0.2 0.4 0.6 0.8 1.0
% type frequenc
@ ype frequency




Comparison: lexical distributions
om with Threat neped with Standard Ha with Stimulus
10 10 1.0 1 —
08 | 08 N 0.8
; § 0.6 A %. 0.6 1
g 0.6 1 o b
e S 04 3 04
204 e 2
0.2 o2
0.2 A
‘ ‘ . ‘ . ] 0041 ‘ ‘ ‘ ‘ 1 00
0.0 0.2 04 0.6 0.8 1.0 00 02 04 0.6 0.8 1.0 0‘2 0I4 0I6 0'8 1I0
% type frequency % type frequency % type frequency

* The structure of the lexical distribution for Ha encoding Stimulus did not
undergo such a noticeable change as is observed in the two other cases.

* The major part of tokens for Ha in all periods is contributed by 3-4 very

drequent lexemes, while in the other groups the distribution is more even.
3
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Results and comparison: productivity

Potential productivity measure from [Baayen 1993; 2009]:

“The potential productivity of a rule is estimated by its hapax legomena in
the corpus divided by the total number of its tokens N(C) in the corpus:
P= V(1,C,N)/N(C). This ratio, known as the category-conditioned degree
of productivity (Baayen 1993), estimates the growth rate of the vocabulary
of the morphological category itselt” [Baayen 2009: 8].

What is the ratio of hapax legomena to the total number of uses
of the preposition in a given meaning in the observed samples?




e
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Summary 1: lexical distribution and productivity

» Potential productivity (N of hapaxes/N of tokens) for the three cases:

om + ‘threat’  neped + Standard  Ha + Stimulus

18t c. 0.28 0.35 0.06
19t . 0.23 0.16 0.04
20t ¢. 0.17 0.15 0.06
Sign. level p = 0.065 p=0.01 p =0.99

Cochran-Armitage trend test for proportions, independence_test() in {coin},
[Hothorn 2014].

» Substantial decrease in potential productivity for om and nepeo,
no significant change for Ha, which is unproductive already in the 18t c.

~
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Results 2: syntactic bondedness

Check (one of) the most frequent items of the lexical distribution
for syntactic bondedness with the preposition.
Intervening material (circumstantials, subject, etc.):

easy to capture

applicable to all types of heads

(10) Jalime u3606umbcn 0m ce20 HeCHOCHO20 bpeMeHU: 8bl

3Haeme meriepb ece Mmou HecHacmusA. (4. N. ®oHBM3nNH. CuaHen u
Cunnn, nnn bnharopesHue n 6naropgapHocTsb (1769)]

‘Let me get rid of this unhappy burden: now you know of all
my miseries’.




Results 2: syntactic bondedness

The differences in the distributions of the examples with
intervening material in the samples for the three basic lexemes of

the classes:
Distances from uzbasumeosca to om measured in the number of
intervening groups:

0 1 2 3
<1800 47  0.83 7/ 0.12 2 0.04 1 0.02
1970-2000 247 091 23 0.08 2 0.01 0 0

The difference between the distributions for the two periods is marginally significant,
Mann-Whitney U test, p = 0.053.




Results 2: syntactic bondedness

» Distances from npeumywecmeo to neped measured in the number of
intervening groups:

0] 1
< 1850 49 0.79 13 0.21
2003 69 0.92 6 0.08

The difference between the distributions for the two periods is significant,
Mann-Whitney U test, p = 0.03.

* To compare, for cmompems with Ha the difference between the
periods is not significant (Mann-Whitney U test, p ~ 0.17).
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Results 2: syntactic bondedness

Dependency relations:

(11) [IpaguHsa lono8KUHaA 3a8U008a10 NpeumMmywecmeam, KomopbiMu
Mosb308aaacb KHA2UHA []lon20pyKasa npeod npo4umu 0amamdu...
[E. ®. KomapoBckuu. 3anucku rpada E.d.Komaposckoro (1830-1835)]

‘Countess Golovkina was envious about the advantages that
enjoyed princess Dolgorukaja as compared to other ladies...

The syntactic head of neped (nosnb3zosamescsa) and its “semantic”
head (npeumywiecmeo) are in different clauses.

Dependency relations are particularly revealing for the arguments of
nominal heads.

3 J




Summary 2: syntactic bondedness

Changes in syntactic bondedness (the frequency of uses with some
material intervening between the head and the dependent)
corroborate the generalizations made on the basis of lexical
distributions:

The prepositional uses that were shown to decrease in productivity
show significant changes in syntactic behaviour over time.




~
Summary 2: syntactic bondedness

Both in terms of changes in lexical distribution and syntactic behaviour
some “prepositional meaning” move from more circumstantial

properties to more argumental properties:
lexical range centers around a small group of lexemes
syntactic connection with the head becomes tighter

neped + Standard and om+Threat moves to become more argumental,
Ha+Stimulus is more argumental already in the earliest texts in the RNC

and it remains argumental




To make the picture more complex...

Other “sources” of valency patterns:
from more to less wide-spread and generalizable:

analogy, including the extention of valency patterns to new lexemes
(derived or borrowed), cf. [Barddal 2008]

metaphorical extention + lexicalization:

ompaxameca Ha+Loc ‘reflect on’ VS. ‘influence’
ompaxamobcs 8+Loc ‘reflect in’ VS. ‘show itself’
calquing




4 . . e . . N
Conclusions: Taking grammaticalization into perspective

Taking a step back to the point when the preposition acquires a new

meaning in the course of grammaticalization.

This meaning spreads over a number of contexts, where the prepositional

phrase in this meaning can be more of less widely used circumstantially.

That is the stage we observe for om encoding Threat and neped encoding

Standard of comparison.

In many contexts it can be later replaced by newly grammaticalized means

with similar meanings and be lost, cf. the competing means of Standard of

comparison encoding: groups with yem ‘than’, Had with npeumywecmseo,

1o cpasHeHUr ¢ ‘in comparison to’...

Still, in some contexts they are lexicalized and retained, thus resulting in

idiomatic valency patterns.

In what kind of contexts they are retaind and why, is the question for

future study.
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